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Abstract—Computer-aided cancer diagnosis (CAD) methods
based on the histopathological images have achieved great de-
velopment. The content-based whole slide image (WSI) retrieval
is one of the important application that can search for the
informative data to assist clinical diagnosis. It is notable that the
current retrieval system are mainly developed based on the image
content and image labels. The diagnosis report for the WSIs given
by the pathologists are also valuable data, but have not yet been
adequately considered in modeling. In this paper, we propose a
cross-modal retrieval framework based on histopathology WSIs
and diagnosis report, which can simultaneously achieve four
retrieval tasks for histopathology database across WSIs and
diagnosis reports. The compact binary features from both WSIs
and diagnosis reports are first extracted, and then built in a
common vision-language semantic feature space by the constraint
of the designed cross hashing loss function. The method was
verified on a gastric histopathology dataset that contains 932
gastric cases with 4 lesion categories. Experimental results have
demonstrated the effectiveness of the proposed method in the
cross-modal retrieval tasks for digital pathology system.

Index Terms—Histopathology image analysis, Cross-modal
retrieval, CAD

I. INTRODUCTION

In recent years, Computer-aided cancer diagnosis methods
based on histopathology whole slide image (WSI) analysis
[1]–[5] have been widely developed and proven promising
in clinic diagnosis. Content-based image retrieval [5], [6]
(CBIR) for histopathology WSI is an emerging technique in
this domain. It is designed to analyze the query data and
search the database for effective diagnosis information. The
CBIR methods based on convolutional neural network (CNN)
[?], [7] have become popular for the advantages in dealing
with large-scale data. However, the size variety of the query
image presented challenge to the CNN-based methods that
are designed for images in fixed size. To solve the problem,
graph neural networks (GNN) was applied in histopathology
image analyze and CBIR [8], [9], which can extract structural
features for the tissue and can break the limitation of the
query image size. However, the current CBIR models for

This work was partly supported by the National Natural Science Foundation
of China (Grant No. 61901018, 62171007, and 61906058), partly supported by
the Anhui Provincial Natural Science Foundation (Grant No. 1908085MF210),
and partly supported by the Fundamental Research Funds for the Central
Universities of China (Grant No. JZ2020YYPY0093).

histopathology images are built based on image-level labels,
which makes the present methods suffer from the problem
of feature dimension collapse, information redundancy [10],
etc. It is notable that the clinical diagnosis reports made by
the pathologists for the histopathology WSIs are informative
to the WSIs. This information is potential to improve the
performance of the CBIR but has not yet been properly utilized
in the previous methods.

With the development of computer vision and natural lan-
guage processing techniques, the cross-modal retrieval meth-
ods [11], [12] are well studied. Cao et al. [13] proposed
a hybrid networks based on deep visual-semantic quantifi-
cation for efficient image retrieval. Liu et al. [14] designed
a Transformer-based model that leverages rich pre-trained
vision-and-language (V&L) knowledge to build a semantic
vision-language space, where the database items in different
modality can be indexed for cross-modal retrieval. Several
researches [15]–[18] proved the diagnosis report are useful
for the medical image analysis. Xue et al. [18] proposed a
novel generative model which incorporates the CNN with
the recurrent module of long short-term memory (LSTM),
to generates a complete radiology report. Wu et al. [17]
employed a light-weighted CNN to extract histopathological
image features and designed a attention LSTM structure to
generate both target text and attention mask. The previous
methods have shown the effectiveness of the diagnosis texts
in the improvement of medical image analysis performance.

In this paper, we proposed a novel framework for cross-
modal retrieval of histopathology whole slide images and
diagnosis reports with a deep cross-modal hashing network.
As shown in Fig.1, in the data collection and model training
stage, we collect the WSIs with diagnosis reports and train
the proposed network. Next the compact binary feature is
extracted to form the multi-modal hash table. In the retrieval
stage, the WSIs or reports query are input to the trained model
to obtain the corresponding hash feature. Finally, the relevant
WSIs and reports are returned from the database based on hash
search.

The contribution of our work can be summarized into three
points.

(1) We propose a novel cross-modal retrieval framework



Fig. 1. The flowchart of proposed retrieval methods. (a) is the overview of the data collection and model training, where the diagnosis report and WSIs are
meanwhile input to the cross-modal hash encoding network, and the binary codes for the two modality data are obtained as index for retrieval. (b) illustrates
two queries from different modality, where then relevant cases involving in similar images and texts are returned from the database.

for digital pathology that allows the doctors to retrieval the
database using either WSI and text input. To our knowledge,
we are the first to tackle the cross-modal retrieval problem
of histopathology WSIs and diagnosis reports. It significantly
improves the convenience and applicability of the proposed
retrieval framework compared to the previous methods.

(2) A dual branch network is proposed to learn the semantic
information from both histopathology images and report texts
under the constraint of a designed cross hashing loss function.
The training of the proposed models depends on the diagnosis
report and WSI category information, rather than the hand-
craft annotations for the WSI, which determines it is data-
efficient and appropriate for large-scale database.

(3) Comprehensive experiments are conducted to verify the
proposed method and compared it with the related method [9],
[19], [20] on a gastric dataset with 932 cases. The experiments
demonstrate the effectiveness of the proposed cross-modal
retrieval framework.

II. METHOD

In this section, we expatiate the proposed cross-modal re-
trieval method in three phases, Cross-modal encoding network,
Cross hashing loss function, and train and application.

A. Cross-modal encoding network

The main task of the network is to simultaneously extract
the global image representation of a WSI and the semantic
representation from the diagnosis reports, and then to project
the representations from the two branches into a common

semantic feature space. To achieve this, we build a two-branch
network, as shown in Fig.2.

In the first branch, we utilize the ResNet50 [21] structure
pre-trained on ImageNet [22] to extract the local features
of WSIs. To tackle the problem of the gigapixel property
of WSIs, we divided the WSI into non-overlapping tiles in
size of 224× 224 and fed them into the ResNet50 to extract
the features. Specifically, assuming {Ii|i = 1, ..., N}, Ii ∈
R224×224×3 are N image tiles divided from a WSI, we
obtain the corresponding feature {pi|i = 1, ..., N}, pi ∈ RD,
where D is the dimension of the last connection layer of
the pre-trained CNN. Then we apply a fully connected layer
and a normalization layer before the transformer module, to
further reduce the feature dimension from D to d. Finally,
we randomly select N̂ samples from all the tiles, to make a
balance of the computational complexity of the accuracy of
the self-attention module.

In the second branch, we adopt Word2Vec [23] as our text
model to transfer the words in diagnosis report into vectors.
The branch model is trained to make the features with similar
semantics have a relatively close distance in the feature space,
which is the essential for information retrieval. Specifically,
assuming {wj |j = 1, ...,M} with M representing the number
of words in a diagnosis report, we applied the Word2Vec
model to obtain corresponding vectors {vj |j = 1, ...,M}. As
shown in Fig.2, we symmetrically appended a fully connected
layer and a normalization layer to the Word2Vec model.
Finally, we can obtain the d dimension text features, which
is represented as {tj |j = 1, ...,M}, tj ∈ Rd.



Fig. 2. The overview of proposed retrieval methods. The WSI and diagnosis report are transformed into feature tokens and input into a symmetrical
Transformer-based model respectively.

Multi-layer Transformer is applied to build the two
branches. The text and image parts shares similar network,
as shown in Fig.2. The spatial position information of image
tiles and the relative position of words have important effect
to global features. Hence, we build the position embedding
for the image features and text vectors referring to [20].
Then, we concatenate a trainable class token S0

cls ∈ Rd

to the feature sequence for the information fusion of all
the tokens, and outputs the case-level representations. Each
Transformer block contains a multi-head attention (MHA),
a feed-forward network (FFN) and 2 Layernorm (LN) and
residual connection, which is the same as Transformer [20].

B. Cross-modal hashing loss

We build a linear layer with tanh activation function on
the end of each branch to achieve the hash encoding, which
renders the framework a fast retrieval speed and a low
database storage. The hashing module can be defined as
b = sgn(z), z = MLP (SL

cls), where sgn(·) denotes the
sign function, sgn(x) = 1 if x > 0, and sgn(x) = −1
otherwise. Then, we design a hybrid hashing loss function
to guide the cross-modal information conjunction. The loss
function involves in three parts.

The first loss function is the cross-modal loss that is used to
project the representations from the image and text to the same
feature space, which is the main means to achieve the cross-
modal retrieval. Supposing zin and ztn denotes the binary-like
codes out of the image-branch and the text-branch for the n-th
sample, the cross-modal loss is defined as

Lx =
1

S

S∑
m=1

1

S

S∑
n=1

∣∣zim · ztn − dhymn

∣∣ , (1)

where dh denotes the length of the hash code, ymn indicates
the relation of the m-th and n-th samples, where ymn = 1
denotes m-th and n-th samples are relevant, and ymn = 0 oth-
erwise. For the proposed application of cross-modal retrieval
for digital pathology, we define two samples (including WSIs
and texts) are relevant if they are from the cases sharing the
same lesion type, and irrelevant, otherwise. The second part
is the pairwise loss that is used to control the distances of the
WSI representations referring to their lesion types, which is
defined as

Lp =
1

S

S∑
m=1

1

S

S∑
n=1

∣∣zim · zin − dhymn

∣∣ , (2)

The Third loss function is the quantization loss that pushes
the outputs of the hashing layers toward binary codes.

Lb =
1

S

S∑
m=1

(∣∣sgn(zin)− zin
∣∣+ ∣∣sgn(ztn)− ztn

∣∣) , (3)

In addition, the image content plays the major role in the
proposed WSI retrieval framework. In order to further enhance
the performance of image-to-image retrieval, we make full use
of the WSI category labels and append a classification loss
function Lc in the training. Specifically, a FC layer with a
softmax function is also built on the classification token of
the image branch, besides the hashing layer, to produce the
cross-entropy loss, which is represented as Lc. Finally, the
losses used to train the network is combined as:

L = Lx + αLp + βLb + γLc, (4)

with α, β, and γ controls the weights.



(total gastrectomy specimen)

1. Tumor situation: (1) Histological type 

and grading: gastric corpus lesser 

curvature ulcerated moderately-poorly 

differentiated adenocarcinoma.

(2) Ulcer size: 4.5 × 2.8 cm, the cancer 

tissue invaded the whole thickness of the 

stomach wall and reached the extraserous 

soft tissue.

(3) Cancer invasion was seen in nerves, 

and no cancer invasion was seen in 

vessels.

2. Incision margin situation: the upper 

and lower ends of the surgical specimen 

are annular incision margins (1cm and 

7cm away from the ulcer respectively 

after fixation)

(d)   Signet-ring cell carcinoma (SRCC)

(Greater curvature of the pylorus) 

examined chronic inflammation of gastric 

mucosa with acute active inflammation, 

superficial erosion, inflammatory 

exudation, and focal glandular high-grade 

intraepithelial neoplasia.

(It is recommended to re-examine after 

treatment, and re-examine materials if 

necessary!)

Immunohistochemical labeling results 

(6579):

LCA(-), P53(-), Ki-67(50%+), 

Villin(Focus+), AE1/AE3(+).

(b)  High-grade intraepithelial neoplasia (HGIN)

(full stomach + anastomosis)

1. Tumor situation: (1) Histological type 

and grading: ulcerated moderately 

differentiated adenocarcinoma on the 

lesser curvature of gastric cardia.

2. Situation of incision margins: There 

was no cancer invasion in the annular 

incision margins at the upper and lower 

ends of the surgical specimen (0.8cm and 

13.5cm away from the ulcer respectively 

after fixation) and the inspection 

(anastomosis).

3. Lymph node status: 15 lymph nodes 

were found on the greater curvature of the 

stomach, 25 lymph nodes were found on 

the lesser curvature, a total of 40 lymph 

nodes, and no cancer metastasis was 

found (0+/40).

Pathological diagnosis: ulcerated 

moderately differentiated adenocarcinoma 

of the lesser curvature of the gastric 

cardia (pathological TNM stage: 

pT2N0Mx).

Tumor tissue immunohistochemical 

markers (6388) results: Her-2 (-), P53 

(90%+), Ki-67 (30%+), EGFR (-), VEGF 

(-), Syn (-), CgA (-), CD56 (-). "

(c)  Adenocarcinoma (A)

1. (Posterior wall of gastric antrum) 

mucosal chronic active inflammation with 

intestinal metaplasia and a small amount 

of bleeding in individual glands, as well 

as a small amount of inflammatory 

exudation, necrosis, and low-grade 

intraepithelial neoplasia of individual 

glands.

2. (Posterior wall of the anterior pyloric 

area of the stomach) chronic active 

inflammation of the mucosa with a small 

amount of bleeding, and a small amount 

of inflammatory exudation.

Helicobacter pylori (HP): (positive, +)

(a) Low-grade intraepithelial neoplasia (LGIN) 

Fig. 3. Instances of cases in the gastric database, where the gastric lesions category are provided on the top left of each sample.

C. Train and application

The entire model was trained end-to-end by the Adam
optimizer with primary learning rate 5 × 10−5 which was
decrease in cosine function. The parameters of the Transformer
block was randomly initialized. We empirically set the weights
of the loss functions α = 0.1, β = 0.5, γ = 0.5 referring to
experimental results that the final performance is insensitive
to the three hyper-parameters. After training, the two branches
can be separately applied to encode the WSI or text. Then, the

retrieval can be achieved by measuring the hamming distance
between the query binary code and those in the database.
Because the representations of the two modality data are
projected to the same indexi

ng space through the cross-modal training, the doctors are
allowed to retrieve the database using either WSI and text,
or use both modalities. It significantly improves the conve-
nience and applicability of the proposed retrieval framework
compared to the previous methods.



TABLE I
PERFORMANCE OF 4 RETRIEVAL WSI TASKS IN THE DATABASE, WHERE THE BEST VALUES ARE SHOWN IN BLOD, THE ”-” MEANS THE METHOD CAN

NOT WORK ON THE CORRESPONDING TASK.

Methods Image-to-Image Image-to-Text Text-to-Text Text-to-Image
P@5 MAP P@5 MAP P@5 MAP P@5 MAP

Transformer [20] - - - - 0.861 0.886 - -
ViT [19] 0.763 0.786 - - - - - -
DRA-Net [9] 0.810 0.836 - - - - - -
proposed w/o cls 0.809 0.820 0.785 0.805 0.885 0.903 0.910 0.923
proposed 0.824 0.838 0.802 0.834 0.873 0.892 0.905 0.917

Fig. 4. The retrieval performance under different parameters. (a)The relationship of different image patch number and top 5 prediction. (b)The MAP
performance under different image patch number

III. EXPERIMENT

A. Experimental settings

To study the effectiveness of the proposed method, we
collect 932 H&E stained WSIs from gastric patients in 4
category of gastric lesions, including Low-grade intraepithe-
lial neoplasia (LGIN), High-grade intraepithelial neoplasia
(HGIN), Adenocarcinoma (A.), and Signet-ring cell carcinoma
(SRCC). Each WSI was collected from one case that con-
tains the corresponding diagnosis report by the well-trained
pathologists. The WSIs were scanned under lenses of 20×
(the resolution is 0.48 µm/pixel). Several samples from the
dataset are presented in Fig.3. In the experiment, 132 WSIs
were randomly sampled from the dataset as the test set for
query usage and the remainder were used to train and construct
database.

Each word in the report was compress into a 50 dimensional
vector by the trained skip-gram model [23]. The dimension of
the image feature is 2048 for the structure of ResNet50. The
image and text features were project into a 256-dimensional
feature space and the length of the hashing code was set
dh = 64. We stacked 6 Transformer blocks in the image
encoding branch and 3 blocks in text encoding branch. All

the algorithms were implemented in python with PyTorch and
run on a computer cluster with 4 available GPUs of Nvidia
Geforce 3090.

B. Result and Discussion

We evaluated the proposed method in the following four re-
trieval tasks: Image-to-Image, Image-to-Text, Text-to-Text and
Text-to-Image, and compared it with typical retrieval methods
for text and images including Transformer [20], ViT [19], and
DRA-Net [9]. Besides we also evaluated the model trained
without the classification loss function. The precision of top-N
returned instances (P@N) and mean average precision (MAP)
were used to as the metrics. The results are shown in Table I.

Compared with the traditional single modal retrieval method
[19], [20], the proposed method achieved higher accuracy.
Especially on the Image-to-Image task, our method achieved
a P@5 of 0.824 and an MAP of 0.838, which is 0.046 and
0.052 higher than ViT [19], respectively. The results have
demonstrated that the proposed method successfully leverages
the information from the text into the learning of image
content. DRA-Net [9] applies the browsing path information
of the diagnosis pathologist on the WSI as the auxiliary
supervision besides the WSI label. The results in Rows



3&5 show that our method performs better than DRA-Net.
It indicates that the diagnosis report contains more definite
semantic description and is more informative than browsing
path in building the retrieval system. Besides, the cross-modal
supervision enables our method to be applied in another 3
retrieval tasks. Comparing the methods in Row 4&5, we can
see that the loss with Lc achieves better performance on the
tasks that take the images as input, and is contrast otherwise.
Therefore, we recommend to use the loss with Lc when aiming
at building image-input retrieval system, and to disable Lc

in the loss when building multi-modal retrieval system for
multiple retrieval requirements.

1) Hyper-parameter Sensitivity Analysis.: In this experi-
ment, we verify the influence of image patch number per WSI
on the retrieval performance. The retrieval performance as a
function of the patch number was drawn in Fig.4. It shows the
overall performance increases when the patch number enlarges
from 100 to 300. It indicates the correct encoding of the WSI
content depends on an adequate amount of local information.
However, the overall performance decrease when the number
beyond 300. It may because the significant scale difference
of the tokens for the WSI and text encoding branch, where
large WSIs contain over 5,000 image patches but its diagnosis
report only includes 30 words. Excessive image patches on
the image encoding branch would noisy the semantics mining
on the text encoding branch.

IV. CONCLUSION

In this paper, we proposed a novel deep cross-modal
retrieval hashing framework that realized four kinds of re-
trieval tasks across WSIs and diagnosis reports. The proposed
method is the first attempt to tackle cross-modal retrieval
problem of histopathological WSIs and diagnosis reports. The
proposed cross-modal retrieval network is trained based on
WSI and the information from the diagnostic report without
the pathologists’ hand-craft annotations, which determines it
can be applied on large-scale digital pathology database. The
proposed method was evaluate on a large-scale gastric dataset.
The results have demonstrated that our method is effective for
cross-modal retrieval tasks for digital pathology system.
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