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Abstract

Gigapixel image analysis, particularly for whole slide images
(WSIs), often relies on multiple instance learning (MIL). Un-
der the paradigm of MIL, patch image representations are ex-
tracted and then fixed during the training of the MIL classi-
fiers for efficiency consideration. However, the invariance of
representations makes it difficult to perform data augmenta-
tion for WSI-level model training, which significantly limits
the performance of the downstream WSI analysis. The cur-
rent data augmentation methods for gigapixel images either
introduce additional computational costs or result in a loss of
semantic information, which is hard to meet the requirements
for efficiency and stability needed for WSI model training. In
this paper, we propose a Promptable Representation Distribu-
tion Learning framework (PRDL) for both patch-level repre-
sentation learning and WSI-level data augmentation. Mean-
while, we explore the use of prompts to guide data augmen-
tation in feature space, which achieves promptable data aug-
mentation for training robust WSI-level models. The exper-
imental results have demonstrated that the proposed method
stably outperforms state-of-the-art methods.

Introduction
Histopathology whole slide image (WSI) classification (Lu
et al. 2021; Shao et al. 2021; Yang et al. 2022; Zheng et al.
2023) is increasingly popular in computer-aided patholog-
ical diagnosis, presenting unique challenges to the field of
computer vision (Chen et al. 2022; Nakhli et al. 2023; Zhang
et al. 2022b). Unlike conventional natural images, WSIs
have massive image resolutions, often reaching up to billions
of pixels. To tackle the gigapixel problem, a variety of meth-
ods within this domain employ multiple instance learning
(MIL) frameworks (Ilse, Tomczak, and Welling 2018; Li,
Li, and Eliceiri 2021; Campanella et al. 2019; Zhang et al.
2022a) to address the specific needs of WSI analysis.

Within the MIL framework, WSI analysis is usually di-
vided into three phases: 1) Divide a WSI into patches; 2)
Extract features for these patches; and 3) Aggregate these
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Figure 1: Comparison between existing methods for WSI
data augmentation and our method. (a) represents the tradi-
tional image augmentation used in natural images, which is
inefficient. (b) involves the use of generative models for data
augmentation in feature space. (c) describes our promptable
representation sampling strategy tailed for WSI augmenta-
tion.

features to make a prediction for the entire WSI. Data aug-
mentation serves as an effective expanding data strategy for
training deep models (Chen et al. 2020a). It is also important
in the domain of histopathology WSI analysis. As shown in
Figure 1(a), if we draw a parallel to the process used for
natural images, data augmentation for WSI should ideally
be performed continuously after the WSI patching stage and
before the patch-level feature extraction stage. However, for
efficiency, the first two stages are generally conducted only
once during the entire training process (Lu et al. 2021; Shao
et al. 2021). This leads to the inapplicability of traditional
image augmentation techniques, thereby inspiring the shift
towards performing data augmentations directly in feature
space.

To achieve data augmentation for WSI, several studies
have proposed using generative methods (Shao et al. 2023;
Zaffar et al. 2022) or Mixup techniques (Yang et al. 2022;
Chen and Lu 2023; Gadermayr et al. 2023) to create data
augmentations in feature space, as illustrated in Figure 1(b).
However, these methods either introduce additional compu-



Figure 2: The proposed representation learning and WSI data augmentation framework includes (a) the process of PRDL, where
the two student branches share weights in the encoder and head, (b) and (c) provide detailed descriptions of the modules in (a),
and (d) shows the flowchart of WSI augmentation during training.

tational costs due to the need for training another parameter-
ized model or cause a loss of semantic information. Addi-
tionally, the augmented results generated by these methods
often lack control, in contrast to data augmentations applied
directly in image space where changes are more visually in-
tuitive and easier to manage. Currently, there lacks data aug-
mentation methods to meet the unique demands of gigapixel
image analysis that are not only computationally efficient
but also preserve control.

In this paper, we introduce a novel approach named
promptable representation distribution learning (PRDL) to
address the challenges associated with patch-level rep-
resentation learning and WSI-level data augmentation in
histopathological WSI analysis. Within this framework, a
representation distribution estimator is designed and trained
during self-supervised representation learning. As shown in

Figure 1(c), this estimator is capable of predicting a dis-
tribution of potential representation augmentations for each
patch. After patch-level feature extraction, each patch within
a WSI is represented as an individual distribution rather than
a static point in feature space. Additionally, the represen-
tation distribution of each dimension is confined within a
range by specific augmentation prompts, to simulate differ-
ent augmentation operations that are used in image space.
Finally, we implement a non-parameterized representation
augmentation process through online sampling patch repre-
sentations from these prompted distributions, to efficiently
achieve the data augmentation for WSI-level model train-
ing. The proposed method was evaluated on a lung dataset
with 754 WSIs and two public lung datasets with 696 WSIs
and 3064 WSIs. The experimental results have demonstrated
that the proposed method stably outperforms state-of-the-art



methods. The main contributions of this paper can be sum-
marized as follows:

(1) We proposed promptable representation distribution
learning (PRDL), a novel representation learning frame-
work with prompted representation distribution estimation
for WSI classification. A promptable distribution estima-
tor is designed to incorporate representation augmentation
into representation learning. Compared with the traditional
image-level data augmentation, the proposed method can
provide more expansive augmentation. This significantly
improves the discrimination of the patch representations and
thereby enhances the performance of the subsequent WSI
analysis model.

(2) We designed a promptable representation sampling
(PRS) module based on PRDL. Utilizing PRS, we success-
fully facilitated the interchange between data augmentation
and patch encoding processes, and achieved promptable and
flexible data augmentation in the feature space for gigapixel
histopathology image analysis. Furthermore, we leveraged
the augmentation prompts in image space to guide the train-
ing of the learnable augmentation masks in feature space.
This strategy enables us to conduct representation augmen-
tation with greater control, enhancing the flexibility of the
augmentation process.

Related Work
Data Augmentation for WSI analysis

The conventional method of data augmentation for WSI,
similar to that used for natural images, involves continu-
ously extracting representations of augmented patches from
each ”bag” (a set of patches) throughout the training process.
However, this is obviously inefficient for WSI model train-
ing due to the huge amount of time required for feature ex-
traction. Consequently, augmentation is primarily performed
during WSI preprocessing, as seen in methods like AB-
MIL (Ilse, Tomczak, and Welling 2018), to enhance patch
diversity before training.

Data augmentation strategies developed for WSI analysis
fall into two main categories. The former is realized with
generative models (Zaffar et al. 2022; Shao et al. 2023),
while the latter generates new subsets from bags through
various mixing approaches (Yang et al. 2022; Chen and Lu
2023; Gadermayr et al. 2023). Specifically, DAGAN (Zaf-
far et al. 2022) involves training networks like generative
adversarial networks to create synthetic data augmentations
within the feature space. However, these generative models
require an extra training phase separate from the represen-
tation model, as well as additional computational resources
during the inference stage. ReMix (Yang et al. 2022) mixes
class-specific prototypes determined by K-means clustering.
Although Mixup methods can enhance data diversity, they
may sometimes generate representations that deviate from
the distribution of real-world data, which potentially com-
promises the model’s performance on actual datasets. The
shared shortcoming of these data augmentation methods is
their inability to direct the augmentation process, leading to
a lack of control.

Self-Supervised Representation Learning
In MIL methods, it is essential to select an appropriate patch
encoder. CNN models pre-trained on the ImageNet (Rus-
sakovsky et al. 2015) often serve as patch encoders due to
their robust feature extraction capabilities (Lu et al. 2021;
Shao et al. 2021). However, there are inevitably semantic
differences between pathological and natural images. Self-
supervised learning (SSL) has been widely used in represen-
tation learning (Jaiswal et al. 2020; Bao et al. 2021; Huang
et al. 2023; Assran et al. 2023; Zhou et al. 2021). Chen et
al. (Chen et al. 2020a) propose an end-to-end model Sim-
CLR and systematically study the impact of data augmen-
tations. They observe that single augmentation is not suffi-
cient to learn good representations. MoCov2 (Chen et al.
2020b) expands upon MoCo (He et al. 2020) by incorporat-
ing blur augmentation, thereby improving the baseline on
ImageNet. Grill et al. (Grill et al. 2020) develop BYOL,
a unique metric-learning approach that learns representa-
tions by predicting one view from another, demonstrating
the importance of color diversity in augmentations. Most
recently, DINO (Caron et al. 2021) is proposed to utilize
self-supervised ViT (Dosovitskiy et al. 2020) for represen-
tation learning. DINO (Caron et al. 2021) follows the data
augmentations of BYOL (Grill et al. 2020) and multi-crop
(Caron et al. 2020), which have also proven the advantage
for patch representation pretraining in histopathology WSI
analysis (Chen et al. 2022; Wu et al. 2023) . Our approach
leverages the DINO framework and ViT architecture, setting
this combination as the baseline for our representation learn-
ing. Unlike previous methods that focus on image space, we
investigate the potential of applying data augmentation in
feature space to enhance representation learning.

Method
Our goal is to develop a data augmentation strategy that op-
erates within the feature space after the encoding of im-
age patches, rather than applying traditional image aug-
mentation techniques before patch encoding. Additionally,
it is crucial that the representation augmentation remains
as promptable as traditional image augmentations, avoid-
ing that the outcomes are unpredictable and harm the per-
formance.

As illustrated in Figure 2a, the architecture of our
proposed model is constructed on the foundation of
DINO (Caron et al. 2021). We extend the model by intro-
ducing an additional student branch specifically for repre-
sentation augmentation. This branch shares weights with
the image augmentation student branch and incorporates
a promptable representation augmentation module. Within
this framework, we can employ prompts aligned with image
augmentation to guide the augmentation in feature space.

Following the training of the model, as depicted in Fig-
ure 2d, we can continuously obtain diverse WSI data in fea-
ture space through online sampling representations from the
distributions. These distributions can be adjusted by differ-
ent combinations of the trained augmentation masks. In this
way, we can perform data augmentations in feature space
that are as promptable as image augmentations.



Promptable Representation Distribution Learning
In self-supervised learning, the typical approach involves
generating two different sets of augmented data from the
same original data to help the model learn useful features
without labeled data. In this approach, we modify tradi-
tional image augmentation by integrating a set of prompts
that specify the type of augmentation. Given an image, we
obtain x̃ ∈ Rw×h×3 by pre-augmentation, including flip,
color distortion and gray scaling. Assuming that we have
an augmentation set T consisting of K augmentation op-
erators o1, . . . , oK , we produce two augmentation prompts
pt ∈ {0, 1}K and ps ∈ {0, 1}K by sampling random com-
positions of augmentation operators, where a value of 1 ap-
pears in the i-th bin of the prompt indicates the i-th augmen-
tation operator ok is active.

Promptable Image Augmentation Image augmentation
is the basis of traditional self-distillation. We first define
the augmentations required in our image augmentation stu-
dent branch and teacher branch. Guided by the augmenta-
tion prompts pt and ps, we produce two different views
vt = t(x̃|pt) and vs = t(x̃|ps). The views vt and vs are fur-
ther encoded by fθt and fθs to obtain their representations
zt = fθt(vt) and zs = fθs(vs). Subsequently, these repre-
sentations are transformed into embeddings through projec-
tor heads gθt and gθs . Referring to the knowledge distillation
paradigm, we train the student network to match the output
of the given teacher network, parameterized by θt and θs,
respectively.

Representation Distribution Estimation The core of the
representation augmentation student branch is representa-
tion distribution estimation. In our method, we construct a
neural network that can be trained to act as an estimator, uti-
lizing the Gaussian prior to characterize the distribution of
patch representations (Zang, Huang, and Loy 2021). This
architecture includes two main components: a mean head hµ
and a variance head hσ , both composed of fully connected
layers. Given the inherent non-negativity of the variance, we
compute its logarithm rather than the variance itself directly.
The corresponding representation mean µ ∈ RD and stan-
dard deviation σ ∈ RD of each image that together define
a Gaussian distribution N (µ,σ2), which can be calculated
by equations:

µ = hµ(fθs(x̃)), σ = exp (hσ(fθs(x̃))/2). (1)
Promptable Representation Augmentation The esti-
mated distributionN (µ,σ2) handles the potential outcomes
of representation augmentations for the patch. To make the
distribution be able to reflect representations from specific
augmentation operators, we introduce a set of K masks de-
noted by M = [m1,m2, ...,mK ]T, where each row mk cor-
responds to a specific augmentation operator ok from the set
of transformations T . To ensure M ∈ (0, 1)K×D, we adopt a
strategy where M is obtained by applying the sigmoid func-
tion to another randomly initialized matrix U ∈ RK×D.
By incorporating the augmentation prompt pt, we constrain
this distribution to a more specific augmentation space. Pre-
ciously,

σpt
= σ ⊙mpt

, mpt
= ptM/∥pt∥1, (2)

where ⊙ represents Hadamard product. With the narrowed
distribution N (µ,σ2

pt
) for a patch, we can obtain vari-

able representations of the patch by sampling process zv ∼
N (µ,σ2

pt
), which is computationally efficient. Further-

more, by configuring pt, we can control the specific type of
augmentation to be executed. Here, we adopt the reparam-
eterization trick (Doersch 2016) to enable backpropagation
for training. Specifically, we sample representations zv un-
der the representation independence assumption

zv = µ+ σpt
⊙ ϵ, ϵ ∼ N (0, ID), (3)

where ID denotes D-dimensional identity matrix.

Objective and Optimization
Knowledge Distillation Then, we adapt the augmentation
paradigm to self-supervised learning. Following the struc-
ture of DINO (Caron et al. 2021), we obtain the probability
distribution over D dimensions denoted by yt by a softmax
operation on the branch outputs:

yt = softmax(gθt(zt)/τt), (4)
where τt > 0 is a temperature parameter that controls the
sharpness of the probability distribution. Similar formulas
hold for ys and yv from the two student branches with the
mapping head gθs . We minimize the basic loss function

LCE = H(yt, ys) +H(yt, yv), (5)
where H(a,b) = −a log b. It is important to note that we
assign the same random prompt pt for a patch to obtain zt
and zv . It guides the distillation architecture to align repre-
sentations from both the image augmentation and represen-
tation augmentation for the same combination of augmenta-
tion operators. This is the basis on which we can decouple
the augmentation operators and thereby control the process
of the representation augmentation. Moreover, we follow the
DINO (Caron et al. 2021) framework to adopt the multi-crop
strategy by using 2 global views and several local views. All
crops are fed into the image augmentation student branch
while only the global views are fed into the teacher branch.

Representation Distribution Constraint As we model
the representation distribution based on Gaussian prior, We
add a Kullback-Leibler (KL) divergence constraint to the
distribution estimator, which is represented as

LKL = DKL(N (0, ID)|N (µ,σ2)), (6)
where N is the Gaussian distribution and DKL is the K-L
divergence.

Promptable Mask Constraint The prompted masks aim
to identify the most specific feature dimensions associated
with different augmentations. Therefore, we employ L1 nor-
malization to induce sparsity in the augmentation masks:

Lsp = ∥mpt∥1, (7)
Additionally, we introduce a variance regularization term on
the standard deviation of the embeddings across the feature
dimension (Bardes, Ponce, and LeCun 2021), to mitigate
the issue of augmentation masks trending towards zero:

Lvar = max(0, 1−
√
V ar(mpt) + γ), (8)

where γ is a small scalar preventing numerical instabilities.



Figure 3: Comparisons with SOTA Methods. Please refer to the supplemental material for complete numerical results.

Overall Objective The final object function is composed
as follows

Ltotal = LCE + β1LKL + β2Lsp + β3Lvar, (9)

where β1, β2 and β3 controls the weights of each term in the
loss. The parameters of the student network and the distri-
bution estimator are optimized by the gradient descent algo-
rithm, and the teacher network is updated by the exponential
moving average (EMA) mechanism

θt ← λθt + (1− λ)θs (10)

with the update rule of λ following a cosine schedule during
training.

WSI Analysis with Representation Augmentation
Given a WSI X ∈ RW×H×3 sized by W × H , consisting
of patches (x1, x2, . . . .xn), a common MIL model for WSI
classification can be formulated as:

Ŷ = ψθ2(fθ1(x1), fθ1(x2), . . . , fθ1(xn)) (11)

where Ŷ is the WSI-level prediction, fθ1 is the patch en-
coder and ψθ2 is the WSI-level representation aggregator.

Promptable Representation Sampling Through knowl-
edge distillation in the promptable representation distribu-
tion learning, we achieved the goal of procedure exchange of
data augmentation and patch encoding. Then we proposed
a representation augmentation strategy named promptable
representation sampling (PRS) for WSI augmentation. As
illustrated in Figure 2d, patch-level representation distribu-
tions are obtained after patch encoding. During WSI clas-
sifier training, patch representations Z = (z1, z2, . . . , zn)
within X can be replaced by representations online sampled
from the corresponding distributions with random combined
augmentation prompts, which can be formulated as

Zv = (zv1
, zv2 , . . . , zvn), zvi ∼ N (µi,σ

2
i ). (12)

Then, we feed Zv instead of Z into the WSI model to achieve
data augmentation for training, which is represented as

Ŷ = ψθ2(zv1 , zv2 , . . . , zvn), (13)

As in natural images, WSI augmentation is only used
in the training phase to improve the generalization of the
model. The image augmentation student branch and the
representation augmentation student branch share weights
in patch-level representation learning, determining that the
WSI augmentation module can be skipped in the inference
phase. Therefore, we can directly feed representations ex-
tracted from the original patches into the WSI classifier for
prediction:

Ŷ = ψθ2(z1, z2, . . . , zn). (14)

Experiments
The proposed method was evaluated based on WSI classi-
fication tasks in three datasets: 1) USTC-EGFR: a private
dataset with 754 WSIs categorized into 5 types. 2) TCGA-
EGFR: a public dataset with 696 WSIs categorized into
2 types. 3) TCGA-LUNG-3K: a public dataset with 3064
WSIs categorized into 3 types. Please refer to the supple-
mental material for detailed information about the datasets.

The WSIs were segmented into non-overlapping patches
in size of 224 × 224 under 20× lenses for representation
learning and extraction. Each dataset was split into training,
validation, and testing subsets with the ratio of 6:1:3 at the
patient-level.

We followed the implementation in DINO (Caron et al.
2021) to use ViT-S/16 (Dosovitskiy et al. 2020) as the
backbone and the class token of ViT as the final feature
embedding. Our evaluation metrics include average accu-
racy, micro-average area under the curve (AUC), and macro-
average F1 score. All the methods were implemented in
Python 3.8 with torch 1.8.1 and run on a computer clus-
ter with 10 Xeon 2.66GHz CPUs and 10 GPUs of Nvidia
Geforce 2080Ti.



Table 1: Ablation study of the proposed framework on the USTC-EGFR Dataset.

Methods CLAM (Lu et al. 2021) TransMIL (Shao et al. 2021) DTFD-MIL (Zhang et al. 2022a)
AUC F1-Score ACC AUC F1-Score ACC AUC F1-Score ACC

DINO+Random Perturbation 74.9 35.0 40.8 74.1 39.2 39.9 75.6 42.8 43.9
DINO+MC Sampling 75.9 37.2 39.5 75.2 36.7 38.6 81.3 45.0 47.1

PRDL w/o PRA (DINO) 79.4 49.8 50.2 75.2 41.3 44.0 76.1 41.5 43.1
PRDL w/o LKL 83.8 51.2 51.6 81.0 43.1 46.6 80.0 39.3 41.7
PRDL w/o Lsp 83.8 52.7 54.3 78.4 43.5 45.3 79.6 41.7 44.0
PRDL w/o Lvar 84.6 49.9 51.6 80.8 43.1 49.8 80.9 39.6 47.3

PRDL 86.4 52.5 57.9 82.0 47.1 48.4 81.3 48.7 49.8
PRDL+PRS 89.4 65.1 65.9 84.5 55.1 56.5 83.4 51.3 52.9

Comparison with SOTA Methods
We compared our method with 5 different WSI representing
strategies, including ImageNet (Russakovsky et al. 2015),
SimCLR (Chen et al. 2020a), BYOL (Grill et al. 2020),
MoCov3 (Chen, Xie, and He 2021) and DINO (Caron et al.
2021). The first three take ResNet50 (He et al. 2016) as the
backbone, while the others utilize ViT-S (Dosovitskiy et al.
2020). Moreover, we compared our method with 4 WSI data
augmentation frameworks, including DAGAN (Zaffar et al.
2022), ReMix (Yang et al. 2022), RankMix (Chen and Lu
2023), Intra-Mixup (Gadermayr et al. 2023). Given DINO
is the basis of our representation learning framework, the
comparative experiments with WSI augmentations are per-
formed on the representations extracted by DINO.

As depicted in Figure 3, our method achieves the best
performance on the USTC-EGFR dataset, TCGA-EGFR
dataset and TCGA-LUNG-3K dataset under CLAM (Lu
et al. 2021), TransMIL (Shao et al. 2021) and DTFD-
MIL (Zhang et al. 2022a) benchmarks.

Comparison with Representation Learning Methods
SimCLR (Chen et al. 2020a) is the self-supervised rep-
resentation learning framework widely applied in feature
extraction. The results on the TCGA-EGFR dataset show
that it achieves 12.5%, 2.3%, 1.9% AUC better than Ima-
geNet, which showcases the importance of addressing the
semantic gap between natural and pathological images. Mo-
Cov3 (Chen, Xie, and He 2021) and DINO (Caron et al.
2021) utilize the ViT architecture as the backbone, demon-
strating superior performance on the USTC-EGFR and
TCGA-LUNG-3K datasets compared to SimCLR (Chen
et al. 2020a) and BYOL (Grill et al. 2020). However, the
observed performance gaps of MoCov3 and DINO on the
TCGA-EGFR dataset compared to top-tier results indicate
that current image augmentation strategies may not be suffi-
ciently robust for generating discriminative features needed
for effective WSI classification.

Our proposed PRDL additionally introduces representa-
tion augmentation into the process of self-supervised learn-
ing and employs augmentation prompts to control the repre-
sentation augmentations, which improves the performance
by effectively increasing the diversity of representations.
Compared with our baseline model DINO, PRDL achieves
increase in AUC of 7.0%, 18.4%, 1.3% under the CLAM (Lu

et al. 2021) benchmark, 6.8%, 19.2%, 2.7% under the Trans-
MIL (Shao et al. 2021) benchmark and 5.2%, 24.4%, 1.7%
under the DTFD-MIL (Zhang et al. 2022a) benchmark on
the three datasets, respectively. Moreover, the promptable
distribution estimator and the augmentation masks trained
in representation learning can be utilized in the downstream
task.

Comparison with WSI Augmentation Methods Mixup-
based methods generate varied representations by mixing
features at different levels. ReMix (Yang et al. 2022) pro-
poses to mix instance prototypes formed by clustering. The
performance of ReMix in AUC on the TCGA-EGFR dataset
has improved by 8.8% under the CLAM benchmark when
compared to DINO. Nevertheless, the performance degra-
dation observed across all Mixup-based methods on the
TCGA-LUNG dataset under the CLAM benchmark sug-
gests that Mixup-based strategies may compromise seman-
tic integrity, leading to noisy training samples and a sub-
sequent decline in model performance. DAGAN (Zaffar
et al. 2022) incorporates a Generative Adversarial Network
(GAN) (Goodfellow et al. 2020) model to create new repre-
sentations, adding another training process. It improves per-
formance in AUC by 0.6%, 3.8%, 0.3% on the USTC-EGFR
dataset. However, the generative model is trained after repre-
sentation learning so that the performance is limited by the
quality of the original representations. Moreover, DAGAN
introduces extra computation costs in both training and in-
ference phases.

Our WSI augmentation strategy PRS, which samples
from prompted distributions, offers flexible augmentation,
enhancing WSI classification without additional parame-
ters. This can also be viewed as a reasonable perturba-
tion to representations, which breaks the invariance of rep-
resentations during training. With the guide of the aug-
mentation prompts, the noise generated during sampling is
much less than Mixup. Moreover, the distribution estimator
is concurrently trained with representation learning, avoid-
ing additional training overhead and continuously adapting
to the representation change over the training procedure.
With PRS, there are observed improvements in performance
across three datasets, with increases in AUC of 9.4%, 15.2%,
2.1% under the CLAM (Lu et al. 2021) benchmark, 4.8%,
9.8%, 1.3% under the TransMIL (Shao et al. 2021) bench-
mark, 6.6%, 18.4%, 1.2% under the DTFD-MIL (Zhang



Table 2: Impact of the different augmentation masks on the
USTC-EGFR Dataset under the CLAM benchmark.

Methods AUC F1-Score ACC

DINO 79.4 49.8 50.2
PRDL 86.4 52.5 57.9
PRDL+RS(w/o M) 86.0 59.6 59.6
PRDL+mResizedCrop 89.3 61.2 61.9
PRDL+mHorizontalFlip 88.8 61.0 61.0
PRDL+mColorJitter 88.9 61.9 62.3
PRDL+mGrayscale 89.3 62.1 63.2
PRDL+mGaussianBlur 89.0 62.7 62.8
PRDL+mSolarization 89.1 63.0 63.2
PRDL+PRS 89.4 65.1 65.9

(a) Image Augmentations (b) Similarity Matrix

Figure 4: Dimensional impact between different augmenta-
tion prompts on the USTC-EGFR dataset, where (a) is the
image augmentations corresponding to the prompts. (b) is
the cosine similarities of the augmentation masks M.

et al. 2022a) benchmark compared to the second-best data
augmentation methods.

Ablation Study
We first conduct ablation study to verify the necessity of
model components. The results are detailed in Table 1.
Here, we first investigate WSI augmentation within the fea-
ture space through random perturbation using a standard
Gaussian distribution. It shows that the performance on the
USTC-EGFR dataset is decreased in F1-Score by 14.8%
compared to DINO under the CLAM benchmark, while it is
increased by 1.3% under the DTFD-MIL benchmark. This
suggests that while perturbations affect the model’s per-
formance, they do not completely ruin the representations.
Meanwhile, we utilize Monte Carlo Sampling (Zheng et al.
2023) where patch representations are randomly discarded
during the training of the WSI models. As a result, the
performance under the DTFD-MIL benchmark is increased
in AUC by 5.2% compared to DINO, which indicates that
it works in some cases. However, this strategy has a high
risk of losing important information for classification, thus
leading to significant degradation of performance under the
CLAM benchmark. The results of these two strategies show
that the impact of purposeless perturbation on the patch rep-
resentations is unstable, but opens the possibility of guiding
perturbations to enhance the performance of WSI classifica-
tion.

PRDL w/o PRA denotes PRDL without promptable rep-
resentation augmentation related operations, where data
augmentations are merely carried out in image space. The
decrease in the evaluation metrics demonstrates that the
PRA module plays a crucial role in representation learn-
ing. Considering that the representation distribution is es-
timated based on a Gaussian prior, we constrain it with KL
divergence. The results of PRDL w/o LKL show that KL
divergence is essential for the training of the distribution es-
timator. Additionally, components like Lsp and Lvar within
the PRDL framework are crucial for effective learning of
augmentation masks. Finally, we verify the impact of the
PRS strategy on WSI classification. We observe that PRS
can improve the performance of the WSI classifier even fur-
ther building on PRDL, where the Micro-AUC under the
CLAM benchmark increases from 0.864 to 0.894. This sug-
gests that the representations generated by PRS are effective
to the model and contain useful semantic information.

The impact of augmentation prompts
As shown in Table 2, we study the impact of different aug-
mentation prompts. The results of PRDL+RS(w/o M) indi-
cate that an overly broad range of representation augmenta-
tions can result in limited improvement. Individual augmen-
tation prompts produce better but varied results, yet they still
fall short compared to PRDL+PRS that employs a random
combination of the augmentation prompts. This demon-
strates the importance of a guided and variable representa-
tion augmentation for improving model performance. Figure
4 shows that different augmentation prompts have different
effects on the representation dimensions, and some augmen-
tations cause similar impacts in feature space. ReisizedCrop
and HorizontalFlip are both operated in spatial space and
thus their corresponding prompts are similar. However, Hor-
izontalFlip has less improvement in performance compared
with other prompts, which indicates that the prompt obtained
from this simple image transformation also has relatively
limited effects on the augmented representations. ColorJit-
ter and GaussianBlur have minimal effects on structural
attributes of images, leading to similar impacts in feature
space. Conversely, Grayscale and Solarization significantly
alter the image, which directs focus towards key dimensions
in representation, hence their prompts perform better.

Conclusion
We proposed a novel promptable representation distribution
learning (PRDL) framework with a promptable representa-
tion sampling (PRS) strategy for promptable and efficient
data augmentation in feature space for histopathology WSI
classification. The approach involves a promptable distribu-
tion estimator and augmentation prompts for generating di-
verse representation augmentations, thereby improving the
representation quality. This is complemented by a PRS strat-
egy, tailored to leverage the trained estimator and prompts
for effective WSI augmentation. The prompted representa-
tion augmentations significantly enhance image represen-
tations and preserve control, thus avoiding the loss of im-
portant semantic information, all of which are beneficial for
WSI analysis.
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Dataset Details
The evaluation of the proposed method involved a private
dataset and two public datasets, detailed as below:

USTC-EGFR is a private lung adenocarcinoma dataset
that contains 754 WSIs for epidermal growth factor recep-
tor (EGFR) gene mutation identification. These WSIs are
categorized into 5 classes, including EGFR 19del mutation
(19del), EGFR L858R mutation (L858R), none common
driver mutations (Wild), other driver gene mutation (Other),
and cancer-free tissue (Normal).

TCGA-EGFR is a public lung adenocarcinoma dataset
for EGFR mutation classification that contains 696 WSIs
collected from the cancer genome atlas (TCGA) program of
NCI. These WSIs are categorized into 2 classes, including
wild type and mutant type.

TCGA-LUNG-3K is a public lung dataset that contains
3064 WSIs collected from the cancer genome atlas (TCGA)
program of NCI. These WSIs are categorized into 3 classes,
including lung adenocarcinoma (LUAD), lung squamous
cell carcinoma (LUSC), and cancer-free tissue (Normal).

The detailed distributions of these datasets are shown in
Table 3.

Training Details
For the representation learning phase, 1000 patches are
sampled from each WSI in the training subset to ensure
a comprehensive and diverse set of samples for model
learning. This strategy generates 457,000, 422,000, and
1,839,000 patches, respectively for USTC-EGFR, TCGA-
EGFR, and TCGA-LUNG-3K dataset, for the training of the
self-supervised models. Before the training of the WSI clas-
sifier begins, each patch is encoded as a Gaussian distribu-
tion characterized by mean (µ) and standard deviation (σ).
This process prepares the patches for subsequent classifica-
tion tasks.

We follow the implementation details of DINO (Caron
et al. 2021), to train a backbone of ViT-S/16. The learning
rate is linearly ramped up during warmup with the following
linear scaling rule lr = 0.0005 × Nb/256 with Nb denot-
ing the batch size. After warmup, the learning rate and the
weight decay follow a cosine schedule. The temperature τs
is set to 0.1 while τt is linearly ramped up from 0.04 to 0.07.
We train the SSL model by 20 epochs on the training set with
the batch size as Nb = 32. Our data augmentation strategy,
detailed in Table 4, includes three distinct phases. Initially,
pre-augmentation involves basic spatial and color modifica-
tions. The subsequent image augmentations add more com-
plex transformations like cropping. The student branch mir-
rors the teacher’s operations but incorporates 8 local views.

Hyper-parameter Verification
The main factors that decide the capacity of the PRDL
include 4 hyper-parameters (τv, β1, β2, β3). We recorded
Micro-AUC, F1 score, and accuracy metrics for the vali-
dation subset to assess the impact of each hyper-parameter
while keeping other hyper-parameters constant. The detailed
outcomes of this tuning process are illustrated in Figure 5.

Table 3: the WSI Distribution of the Experimental Datasets.

USTC-EGFR Normal 19del L858R Wild Other
Train 101 69 118 85 84
Val 16 11 19 14 14
Test 48 38 47 47 43

TCGA-EGFR Wild Mutant
Train 357 65
Val 58 9
Test 175 32

TCGA-LUNG-3K Normal LUAD LUSC
Train 339 740 760
Val 56 123 126
Test 158 394 368

Table 4: Composition of Different Augmentations.

Pre-Augmentation
RandomHorizontalFlip
ColorJitter (0.4, 0.4, 0.2, 0.1)
RandomGrayscale

Image Augmentation Teacher

RandomResizedCrop (224)
RandomHorizontalFlip
ColorJitter (0.4, 0.4, 0.2, 0.1)
GaussianBlur
Solarization

Image Augmentation Student

RandomResizedCrop (224)
RandomResizedCrop (96)
RandomHorizontalFlip
ColorJitter (0.4, 0.4, 0.2, 0.1)
GaussianBlur
Solarization

The temperature of representation augmentation The
sharpness of representations from the representation aug-
mentation student branch is regulated by adjusting the soft-
max temperature parameter τv . Optimal performance is ob-
served with lower temperatures. As the temperature in-
creases, the targets become smoother and the evaluation
metrics decrease. Consequently, we have set τv = 1 for sub-
sequent experiments.

The weight of KL divergence The hyper-parameter β1
controls the coefficient of LKL, which constrains the distri-
bution estimator in the PRDL framework. We observe that
from the performance on the validation subset is improved
with a decrease in β1. Therefore, we have set β1 = 0.001
for PRDL training to optimize performance.

The weight of L1 normalization The hyper-parameter β2
sets the weight of Lsp, impacting the sparsity of augmenta-
tion masks in PRDL training. The optimal performance on
the validation subset is achieved at β2 = 0.001, hence this
value has been chosen for training the PRDL to enhance per-
formance.

The weight of variance regularization The hyper-
parameter β3 determines the weight of Lvar that affects the
variance of augmentation masks across the feature dimen-
sion during PRDL training. β3 = 1 is found to achieve the



Figure 5: Effects of the hyper-parameters on the USTC-EGFR validation subset under the CLAM benchmark.

best performance on the validation subset, thus we have se-
lect this value in PRDL training.

Complete Numerical Results
The complete numerical results for Fig.3 in the body of the
paper are summarized in Table 5, 6, 7.



Table 5: Comparisons with SOTA Methods on the USTC-EGFR Dataset.

Methods CLAM (Lu et al. 2021) TransMIL (Shao et al. 2021) DTFD-MIL (Zhang et al. 2022a)
AUC F1-Score ACC AUC F1-Score ACC AUC F1-Score ACC

ImageNet (Russakovsky et al. 2015) 77.9 38.4 43.1 73.4 30.4 34.5 73.1 38.3 39.0
SimCLR (Chen et al. 2020a) 69.4 38.1 39.5 62.5 22.8 30.9 70.3 37.8 40.4
BYOL (Grill et al. 2020) 61.5 25.6 31.8 54.8 26.0 20.7 61.7 28.7 34.1
MoCov3 (Chen, Xie, and He 2021) 77.6 40.7 43.5 63.9 23.1 29.6 74.7 31.9 38.1
DINO (Caron et al. 2021) 79.4 49.8 50.2 75.2 41.3 44.0 76.1 41.5 43.1

DINO+Random Perturbation 74.9 35.0 40.8 74.1 39.2 39.9 75.6 42.8 43.9
DINO+MC Sampling (Zheng et al. 2023) 75.9 37.2 39.5 75.2 36.7 38.6 81.3 45.0 47.1
DINO+ReMix (Yang et al. 2022) 78.2 37.1 43.5 75.6 36.3 39.9 73.7 36.7 41.7
DINO+RankMix (Chen and Lu 2023) 73.3 29.7 32.7 75.5 36.7 43.1 73.9 30.4 35.9
DINO+Intra-Mixup (Gadermayr et al. 2023) 79.0 38.7 40.8 79.7 42.1 43.9 76.8 41.8 42.6
DINO+DAGAN (Zaffar et al. 2022) 80.0 49.0 51.1 79.0 42.6 44.4 76.4 44.9 46.6

PRDL 86.4 52.5 57.9 82.0 47.1 48.4 81.3 48.7 49.8
PRDL+PRS 89.4 65.1 65.9 84.5 55.1 56.5 83.4 51.3 52.9

Table 6: Comparisons with SOTA Methods on the TCGA-EGFR Dataset.

Methods CLAM (Lu et al. 2021) TransMIL (Shao et al. 2021) DTFD-MIL (Zhang et al. 2022a)
AUC F1-Score ACC AUC F1-Score ACC AUC F1-Score ACC

ImageNet (Russakovsky et al. 2015) 63.8 61.3 76.8 65.5 54.6 75.4 73.4 62.4 76.3
SimCLR (Chen et al. 2020a) 76.3 61.7 73.9 67.8 60.1 70.5 75.3 60.1 79.6
BYOL (Grill et al. 2020) 60.9 51.3 78.3 64.0 56.0 70.1 58.9 55.6 76.8
MoCov3 (Chen, Xie, and He 2021) 48.1 45.7 68.1 58.2 49.0 70.1 63.6 55.9 78.7
DINO (Caron et al. 2021) 63.0 54.6 75.4 59.1 55.1 82.2 59.4 53.1 74.9

DINO+Random Perturbation 61.5 53.4 64.7 63.4 57.4 71.0 67.6 52.4 59.9
DINO+MC Sampling (Zheng et al. 2023) 70.7 60.5 77.8 66.9 60.5 76.8 69.0 54.2 80.2
DINO+ReMix (Yang et al. 2022) 71.8 47.4 81.6 61.2 45.8 84.5 58.7 50.7 74.9
DINO+RankMix (Chen and Lu 2023) 61.8 36.5 57.4 62.9 36.5 57.4 63.9 45.8 84.5
DINO+Intra-Mixup (Gadermayr et al. 2023) 67.9 63.1 64.7 73.6 68.5 69.1 69.5 59.3 74.3
DINO+DAGAN (Zaffar et al. 2022) 71.0 39.6 52.9 71.7 64.4 64.7 61.6 57.8 76.8

PRDL 81.4 70.6 84.1 78.3 67.9 80.2 83.8 71.6 85.5
PRDL+PRS 87.0 75.1 83.6 83.4 77.0 86.5 87.9 77.2 85.5

Table 7: Comparisons with SOTA Methods on the TCGA-LUNG-3K Dataset.

Methods CLAM (Lu et al. 2021) TransMIL (Shao et al. 2021) DTFD-MIL (Zhang et al. 2022a)
AUC F1-Score ACC AUC F1-Score ACC AUC F1-Score ACC

ImageNet (Russakovsky et al. 2015) 94.6 84.1 82.6 91.9 80.2 78.2 93.7 82.8 80.9
SimCLR (Chen et al. 2020a) 93.5 80.3 78.8 91.9 81.2 79.0 93.0 82.5 81.0
BYOL (Grill et al. 2020) 92.6 78.5 77.1 89.6 75.9 74.6 90.9 78.3 76.9
MoCov3 (Chen, Xie, and He 2021) 94.1 82.6 81.4 93.1 79.7 77.7 93.9 82.3 80.4
DINO (Caron et al. 2021) 96.6 87.2 85.8 94.7 85.5 83.6 95.7 87.4 85.5

DINO+Random Perturbation 96.4 86.7 85.2 95.0 84.9 83.3 96.1 87.2 85.4
DINO+MC Sampling (Zheng et al. 2023) 96.1 87.2 85.7 95.2 84.1 83.0 96.3 87.9 86.6
DINO+ReMix (Yang et al. 2022) 95.4 83.8 82.8 93.7 83.0 81.3 96.1 84.4 81.8
DINO+RankMix (Chen and Lu 2023) 94.1 81.6 79.5 93.4 75.3 73.2 94.2 75.7 73.8
DINO+Intra-Mixup (Gadermayr et al. 2023) 94.6 80.9 80.6 96.0 87.7 86.1 96.6 89.4 88.0
DINO+DAGAN (Zaffar et al. 2022) 94.1 81.6 79.5 94.7 85.4 83.6 95.5 86.0 84.2

PRDL 97.9 90.5 89.1 97.4 89.8 88.5 97.4 90.3 89.0
PRDL+PRS 97.5 90.6 89.2 97.3 90.5 89.4 97.8 91.1 89.9


