
 

T. Tan et al. (Eds.): IGTA 2014, CCIS 437, pp. 327–335, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Pathology Image Retrieval by Block LBP Based pLSA 
Model with Low-Rank and Sparse Matrix Decomposition 

Yushan Zheng, Zhiguo Jiang, Jun Shi, and Yibing Ma 

Image Processing Center, School of Astronautics, Beihang University 
Beijing Key Laboratory of Digital Media 

Beijing, China 
yszheng@sa.buaa.edu.cn  jiangzg@buaa.edu.cn 

chris.shi331@gmail.com  hemp110@126.com  

Abstract. Content-based image retrieval (CBIR) is widely used in Computer 
Aided Diagnosis (CAD) systems which can aid pathologist to make reasonable 
decision by querying the slides with diagnostic information from the digital pa-
thology slide database. In this paper, we propose a novel pathology image re-
trieval method for breast cancer. It firstly applies block Local Binary Pattern 
(LBP) features to describe the spatial texture property of pathology image, and 
then use them to construct the probabilistic latent semantic analysis (pLSA) 
model which generally takes advantage of visual words to mine the topic-level 
representation of image and thus reveals the high-level semantics. Different 
from conventional pLSA model, we employ low-rank and sparse matrix com-
position for describing the correlated and specific characteristics of visual 
words. Therefore, the more discriminative topic-level representation corres-
ponding to each pathology image can be obtained. Experimental results on the 
digital pathology image database for breast cancer demonstrate the feasibility 
and effectiveness of our method. 
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1 Introduction 

Computer Aided Diagnosis (CAD) system for breast cancer has attracted more and 
more attention due to morbidity increase of breast cancer in female [1, 2]. Although new 
technologies for breast cancer diagnosis have developed rapidly in the past few years, 
the final diagnosis still relies on the pathological theories [3]. As the digital pathology 
slides spread, senior pathologists can mark the lesion area with detailed descriptions on 
the digital slides and share it to others through CAD systems or the Internet. In the other 
hand, junior pathological doctors can get valuable suggestions by searching slides that 
contain diagnosis information when facing indeterminable cases. Therefore, CAD sys-
tems consisting of pathology slide database with confirmed diagnosis information are 
urgently required. But it is challenging to retrieve useful slides from the enormous data-
base effectively and accurately for the reason that the resolution of digital pathology 
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slide is usually much higher than common digital image and the characteristics of pa-
thology image are much different from natural images. 

To deal with the retrieval problem on digital pathology slide databases, Content-
Based Image Retrieval (CBIR) has been proposed and successfully applied to clinical 
diagnosis [4, 5]. Over the past years, a large number of retrieval methods for pathology 
image have been proposed. Caicedo et al. [6] apply different kinds of visual features to 
achieve the retrieval task for four kinds of tissues. Kowal et al. [7] take advantage of 
statistical features of individual nuclei to classify benign and malignant cases of breast 
cancer. However, these methods mentioned above just describe the global characteris-
tics of the image and may even ignore the high-level semantics that exist in the image. 
Therefore, to mine the texture information and local property of pathology image, we 
propose to divide the entire image into non-overlapping blocks and extract Local Bi-
nary Pattern (LBP) [8] descriptor in each block. Then LBP descriptors are used to build 
the codebook composed of visual words through k-means. Afterwards, each pathology 
image can be represented by the word frequency histogram via Bag-of-Words (BoW) 
[12] scheme. However, there are synonyms among visual words and thus make the 
word-level representation hard to discriminatively reveal the semantics in images. 
Therefore, probabilistic latent semantic analysis (pLSA) [9] model is applied in our 
method to mine the high-level semantics of words. Nonetheless, pLSA model just uses 
BoW scheme to discover the word distribution, which is likely to ignore that there are 
some correlated and specific characteristics among words. Consequently, the word-
level representation of conventional pLSA model may fail to describe the image con-
tent precisely. To improve the discriminant ability of pLSA, we apply low-rank and 
sparse matrix decomposition technique [10, 13] to decompose the word-level represen-
tation into two meaningful parts (i.e., correlated and specific word-level representa-
tions), and then utilize them to train two pLSA models. Finally each image can be 
represented by the combination topics learned from these two models. 

Our proposed method consists of two contributions. First, we use block LBP fea-
tures to describe the spatial texture information and then apply pLSA model to dis-
cover the high-level semantics of pathology images. The second is that we use the 
low-rank and sparse matrix decomposition to obtain two word-level representations 
which can characterize the correlated and specific parts of the visual word distribu-
tion. As a consequence, the discriminant ability of word-level representation has been 
greatly improved. Experimental results on the digital pathology image database of 
breast cancer demonstrate the feasibility and effectiveness of our method. 

The rest of the paper is arranged as follows: Section 2 introduces block LBP de-
scriptor. Section 3 describes the pLSA model along with the low-rank and sparse 
matrix decomposition. Section 4 presents the experimental database and results. Fi-
nally the conclusion is given in Section 5. 

2 Block Local Binary Pattern (LBP) 

Local binary Pattern (LBP) [8] is a powerful local texture descriptor with the advan-
tages of rotation invariance and orientation invariance. The pattern of each pixel is 



 Pathology Image Retrieval by Block LBP Based pLSA Model 329 

calculated by quantifying pixels of its neighborhood into a string of binary code. Gen-
erally, the size of neighborhood is defined to 3× 3. The basic LBP code of the central 
pixel is computed as 
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where pc is the central pixel and pi is the neighbor pixel of pc, g(p) is the gray value 
of p and b(u) is the binary function that b(u)=1 if u is greater or equal to 0; b(u)=0 
otherwise. The process of LBP is given in Fig. 1. 

 

 

Fig. 1. The process of LBP 

It can be found that the image is represented by a 256-dimensional (8-bits binary 
codes stand for 256 numbers in total) histogram by counting the pixel number of each 
LBP code. However, the 256-dimensional representation is redundancy and only 58 
codes reflect the primitive structural information such as edges and corners. Then the 
dimension of the histogram is usually reduced to 59 by assigning non-uniform pat-
terns to single bin [11]. 

It is obvious that LBP histogram or its uniform pattern is a global texture descriptor. To 
further discover the local structures, we divide the entire image into the non-overlapping 
blocks (16× 16) and then compute uniform pattern of LBP in each block. Finally, pathol-
ogy images can be represented by a sequence of 59-dimensional LBP histograms. 

3 High-Level Semantic Mining 

3.1 Probabilistic Latent Semantic Analysis (pLSA) 

Although block LBP features mentioned above can characterize the pathology im-
ages, they are likely to ignore the high-level semantics that may exist in the image. As 
the high-level semantic model, Bag-of-words (BoW) [12] performs k-means cluster-
ing on the local feature descriptors to generate the codebook composed of visual 
words, and then quantizes the descriptors into the words through nearest neighbor 
principal. Finally the image can be represented by words. However, there are syn-
onyms among visual words, which may cause that the semantics of images are not well 
revealed. As a well-known topic model, probabilistic latent semantic analysis (pLSA) 
[9] model aims to describe the image content by the latent topic-level representation 
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learned from the visual words. Moreover, it has simplicity and low computational 
complexity. 

Let Z = [z1,…,zT] be the set of latent topics between documents D = [d1, d2, …, dM] 
and words W = [w1, w2,…, wN,]. The goal of pLSA is to learn the latent topic proba-
bility distribution through the joint probability distribution of documents D and words 
W. Specifically, for image retrieval application, D is a dataset of images, and W is the 
collection of visual word representations in the dataset and Z can be viewed as the 
latent variables between W and D, namely the topic-level representation. The graph 
model representation of pLSA is shown in Fig. 2. 

 

 

Fig. 2. Graph model representation for pLSA 

The joint probability between W and D is defined by Eq. (2): 
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where P(di) denotes the probability which di occurs, P(zk|di) is probability distribu-
tion of latent topic zk in document di and P(wj|zk)is the probability distribution of topic 
zk on word wj. pLSA model can be viewed as a maximum log-likelihood formulation:  
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where n(di, wj) represents the frequency that word wj occurs in document di and 
n(di) denotes the occurrence frequency of di. Therefore, the solution of pLSA model  
is to seek the optimal P(zk|di) and P(wj|zk) through expectation-maximization (EM) 
algorithm [9], and P(z|di) is the topic-level representation of the i-th document. 

3.2 Low-Rank and Sparse Matrix Decomposition  

According to [10], the word-level representation generated by BoW implies both 
correlated and specific information, and each of these two parts is more robust and 
discriminative for representing the image content. In this paper, we apply the low-
rank and sparse matrix decomposition method to decompose the BoW representation 
(i.e., the word-level representation) of the images into two parts (i.e., low-rank part 
and sparse part). After decomposition, the low-rank part can reveal the correlated 
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characteristics of words and the sparse part can indicate the specific characteristics of 
words. In other words, we obtain two word-level distributions that can describe the 
generality and specialty of words through low-rank and sparse matrix decomposition. 

As mentioned above in Section 3.1, W = [w1, w2, …, wN] is the collection of BoW 
representations where wi is the representation of i-th training image. Thus the decom-
position is defined as: 

 SLW +=  (4) 

where L and N are the low-rank matrix and the sparse matrix. The problem of low-
rank and sparse matrix decomposition can be characterized by 
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The 
0

⋅  is zero-norm that counts the non-zero elements in the matrix and 

0>λ  is the coefficient that balances the rank term and the sparsity term. Since the 
problem is non-convex and hard to solve, it can be approximated by solving (6) ac-
cording to [13]: 
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The 
*

⋅  is the nuclear norm defined as the sum of all singular values. The 

problem can be solved by the augmented Lagrange multiplier method (ALM) pro-
posed by Lin et al [14]. 

3.3 Low-Rank and Sparse Matrix Decomposition Based pLSA Model 

After the low-rank and sparse matrix decomposition, we obtain a low-rank matrix L 
which can characterize the correlated part of words and a sparse matrix N which  
can characterize the specific part of words. Each column vector li of the matrix  
L = [l1, l2, …, lN] can be regarded as the representation of correlated characteristics of 
the i-th training image, and each column vector ni of the matrix S = [s1, s2, …, sN] 
implies the specific characteristics. Therefore, instead of wi, we respectively apply li 

and ni for the word-level representations of i-th image, and then use them to train two 
pLSA models. Note that li and ni are L1-normalized after absolute operation. 

The flow chart of our work is presented in Fig. 3. First we extract the 59-
dimensional block LBP histogram for each pathology images in the training set. Then 
the codebook can be gained through k-means and the word-level representation 
(namely wi in matrix W) corresponding to each image is quantized. After the low-
rank and sparse matrix decomposition step, the matrices L and S take place of W to 
be the word-level representations. EM algorithm is respectively used to compute the 
optimal P(z|d) and P(w|z) of these two representations, and the combination of P(z|d) 
is the final topic-level representation of each image. In the test stage, the input ROI 



332 Y. Zheng et al. 

will be converted to the topic-level representation learned from correlated and specific 
word-level distributions. After computing the similarities between ROI image and the 
images stored in the database, the top R similar images along with the confirmed di-
agnosis information are returned to the CAD system. By comparing ROI with these 
returned images, pathologists can make a more reliable diagnosis decision.  

 

 
Fig. 3. The flow chart of our retrieval framework 

4 Experiment 

Our proposed method is evaluated on the pathology image database for breast cancer 
with confirmed diagnosis information, which is from Motic digital slide database for 
the yellow race [20]. The image database consists of 5 categories and 600 images 
(256×256, 20x magnification) for each category, as shown in Fig. 4.  
 

 
Fig. 4. Five categories of digital pathology slides. (a) Basal-like carcinoma (BLC). (b) Breast 
myofibroblastoma (BMFB). (c) Invasive breast cancer (IBC).  (d) Low-grade adenosquamous 
carcinoma (LGASC). (e) Mucinous cystadenocarcinoma (MCA). 
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specific parts of the visual word distribution which leads to the more discriminant 
word-level representation. The precision-recall curves of these methods are presented 
in Fig. 5. It indicates that our method overall outperforms the others. 

5 Conclusion 

In this paper, we propose a novel pathology image retrieval method for breast cancer. 
Block LBP descriptor is used to describe the spatial characteristics of texture structure. 
Then they are applied to generate into visual word representation by BoW scheme. 
After low-rank and sparse composition operating, the word-level representation of each 
image is decomposed into correlated part and specific part. Based on these two parts, 
two pLSA models are leant to mine the high-level semantics existed in the images. 
Finally, each image is represented by the combined topics of the two pLSA models. 
Experiments on the pathology image database for breast cancer demonstrate the effec-
tiveness of our method. Further research will aim to apply Local Sensitive Hashing 
(LSH) to boost the efficiency of retrieval when facing large database. 
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